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Haibo He, Senior Member, IEEE, Sheng Chen, Student Member, IEEE,
Kang Li, Member, IEEE, and Xin Xu, Member, IEEE

Abstract— Recent years have witnessed an incredibly increas-
ing interest in the topic of incremental learning. Unlike con-
ventional machine learning situations, data flow targeted by
incremental learning becomes available continuously over time.
Accordingly, it is desirable to be able to abandon the traditional
assumption of the availability of representative training data
during the training period to develop decision boundaries. Under
scenarios of continuous data flow, the challenge is how to
transform the vast amount of stream raw data into information
and knowledge representation, and accumulate experience over
time to support future decision-making process. In this paper,
we propose a general adaptive incremental learning framework
named ADAIN that is capable of learning from continuous
raw data, accumulating experience over time, and using such
knowledge to improve future learning and prediction perfor-
mance. Detailed system level architecture and design strategies
are presented in this paper. Simulation results over several real-
world data sets are used to validate the effectiveness of this
method.

Index Terms— Adaptive classification, concept shifting, data
mining, incremental learning, machine learning, mapping func-
tion.

I. INTRODUCTION

NCREMENTAL learning has recently attracted growing

attention from both academia and industry. From the com-
putational intelligence point of view, there are at least two
main reasons why incremental learning is important. First,
from data mining perspective, many of today’s data-intensive
computing applications require the learning algorithm to be
capable of incremental learning from large-scale dynamic
stream data, and to build up the knowledge base over time to
benefit future learning and decision-making process. Second,
from the machine intelligence perspective, biological intel-
ligent systems are able to learn information incrementally
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throughout their lifetimes, accumulate experience, develop
spatial-temporal associations, and coordinate sensory-motor
pathways to accomplish goals (goal-oriented behavior). In
this paper, we mainly focus on the first issue and propose
a general incremental learning framework that is able to learn
from stream data for classification purpose. Certainly, we
would like to note that such a framework could also benefit
the research community to advance the understanding of the
second issue, and hopefully provide useful suggestions to bring
the community much closer to a biologically alike incremental
learning capability in the long term.

Among the recent efforts on incremental learning from
knowledge discovery and data analysis points of view, numer-
ous new algorithms and architectures have been developed
and successfully applied to different domains. For instance, an
incremental linear discriminant analysis (ILDA) was proposed
in [1] to handle the inverse of the within-class scatter matrix
issue. Based on ILDA, a new algorithm, namely GSVD-
ILDA, the generalized singular value decomposition LDA,
was proposed and successfully applied to the face recognition
problem. In [2] and [3], incremental learning for autonomous
navigation systems was presented. Various experiments with
mobile robots and a vision-based autonomous land vehicle
(ALV) in the indoor learning environment were used to
demonstrate the effectiveness of such learning methods. In
[4], a system named SwiftFile was proposed to help different
users to organize their e-mail messages into folders, which can
be dynamically adjusted according to users’ mailing habits.
Some other works on incremental learning and its applications
include the incremental learning fuzzy neural (ILFN) network
for fault detection and classification [5], incremental learning
for multi-sensor data fusion [6], incremental genetic learning
for data classification [7], incremental semi-supervised learn-
ing [8], incremental learning for human-robot interaction [9],
and others.

There is a controversy regarding the definition of incre-
mental learning in the community. For instance, in [10] and
[11], whether the previous data can be accessed by the current
learning process in the scenario of incremental learning was
debated. Besides, in [12], whether the incremental learning
should be motivated to handle the unexpected emergent new
class was discussed. Recently, it was presented in [13] and
[14] that incremental learning should be capable of learning
the new information and retaining the previously acquired
knowledge, without having access to the previously seen
data. Along this direction, the incremental learning framework
discussed in this paper mainly focuses on two important issues:
how to adaptively pass the previously learned knowledge to
the presently received data to benefit learning from the new
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raw data, and how to accumulate experience and knowl-
edge over time to support future decision-making processes.
We consider these two characteristics as the most critical
aspects to understand the foundation of the adaptive incremen-
tal learning from computational intelligence point of view.

Motivated by the successful application of IMORL for
video and image processing [13], in this paper we propose
a general framework ADAIN that is capable of incremental
learning from stream data. Different base classifiers can be
integrated into this framework according to different applica-
tion requirements, which provides the flexibility of using this
approach across a wide range of domains. Mapping function
is the key component of ADAIN that can effectively transform
the knowledge from the current data chunk into the learning
process of the future data chunks. Its design can be accom-
plished through different means such as nonlinear function
approximators instead of the Euclidean distance function as
used in many of the existing approaches. We also investigate
the issue of incremental learning from new concepts and long
sequence of data stream to provide an in-depth understanding
of how the proposed approach can effectively handle such
situations. Comparative study of the proposed framework with
existing techniques assisted with detailed assessment metrics
and significance tests are also presented in this paper.

The rest of this paper is organized as follows. In Section II,
we formulate the incremental learning problem targeted by this
paper. In Section III, we present the proposed ADAIN frame-
work in detail. System-level architecture and detailed mapping
function design are presented in this section. In Section IV, we
present a convergence analysis of ADAIN. Section V describes
the simulation configurations and presents the corresponding
simulation results. In Section VI, we provide a detailed analy-
sis of learning from long sequences of stream data using the
proposed framework. Finally, Section VII concludes this paper
and discusses several future research directions.

II. PROBLEM FORMULATION

Considering the following learning scenario, let D;_1 rep-
resent the data chunk received between time #; 1 and ¢;, and
hj_1 be a hypothesis developed on D;_;. In this paper, we
mainly focus on the classification task, therefore the hypothesis
here specifically refers to a type of base classifier, such as a
neural network, a decision tree, or any other kind of model
adopted for classification. To achieve the incremental learning
capability over stream data, conventionally there are two major
categories of approaches.

The first group of methods employs a simple data accu-
mulation strategy. In these methods, whenever a chunk of
data is received, one simply develops a new hypothesis
h; based on all the available data sets accumulated so far
{...,Dj_1; D;} and discards the previously trained hypothesis
hj_1. This is a very straightforward approach without using
the existing learned knowledge in 4,_; to help learning from
new data in h;. We would like to point out that for some
memory-based approaches such as the locally weighted linear
regression method, certain level of previous experience can be
accumulated to avoid the “catastrophic forgetting” problem.
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Nevertheless, this group of methods generally require the
storage of all accumulated data sets. Therefore it may not be
feasible in many data-intensive real applications due to limited
memory and computational resources.

The second approach employs ensemble learning method-
ology. The key idea of this category of approaches is to
develop multiple hypotheses along the stream data, and use
a combination strategy to integrate all or part of the existing
hypotheses whenever a decision is needed. Briefly speaking,
whenever a new chunk of data is available, either a single
new hypothesis, &, or a set of new hypotheses H: h;, j =
1,..., L, are developed based on the new data. Finally, a com-
bination mechanism can be used to integrate all the decisions
from different hypotheses to reach the final prediction. The
major advantage of this approach is that storage or access
to the previously observed data is not required. Instead, the
knowledge has been stored in a series of hypotheses developed
along the learning life. Although this category of approaches
have been successfully applied to many domains, it also has
it’s own limitations. For instance, the knowledge learned in
time period of [t;j_1,t;], i.e., the hypothesis #;_1, cannot
be directly used to benefit the learning process in [¢;, ;1]
though both hypotheses will participate in the final decision
integration process. This means knowledge integration process
exclusively happens in the final voting stage instead of the
learning period. Therefore, an essential problem of incremental
learning, i.e., the adaptive accumulation of experience over
time and its usage in facilitating future learning process, is
poorly addressed by this category of approaches.

We would also like to note that besides these two major
groups of approaches, online learning methods have also been
well studied to address the incremental learning problem.
For instance, an online version Boosting and Bagging was
proposed in [15] to adapt the original AdaBoost and Bag-
ging algorithms for learning from stream data, which was
customized in [16] to handle feature selection problems in
image processing. In [17], the authors analyzed a family of
online learning methods based on ‘“Passive-Aggressive (PA)”
algorithms. The general idea of “PA” is that upon arrival of a
new data point, the new support vector machine (SVM) classi-
fiers should be constructed in a way that it remains as close as
possible to the old one, while in the meantime it should at least
achieve a unit margin against the most recent example. Due
to noise in dataset, the two conditions are hardly achievable
simultaneously. Therefore, the authors proposed and analyzed
variants of PA methods in efforts to strike a balance between
the conditions [17]. In [18], a stochastic gradient-based online
learning method was proposed to address the non-convex
Neyman-Pearson (NP) classification problem, which is par-
ticularly well-suited for processing large-scale data sets. In
[19], several online SVM algorithms, including LASVM-G,
LASVM-NC, and LASVM-I, were proposed. These algo-
rithms, while generating accurate intermediate models in its
iterative steps by leveraging the duality gap, are more attractive
in that computational efficiency is progressively increasing
for both time and space. Another efficient SVM optimizer,
PEGASOS, for online learning was proposed in [20], which
decreases the number of iterations needed for SVM training
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Fig. 1. ADAIN: adaptive incremental learning for classification.

significantly, and has been successfully applied to process
large text corpus. The success of online learning methods
can also be recognized by many high-quality implementations,
including the fast out-of-core learning system by the Vowpal
Wabbit project [21], which basically implements a generalized
linear model using stochastic gradient descent.

Due to the importance of learning from data streams for
different domains, there are also some other efforts to address
this problem from different angles. For instance, an online
dynamic value system for machine learning was proposed
in [22]. A data-driven learning model was developed in
[23]-[25], and its applications to different classification prob-
lems were reported. Growing neural gas algorithm [26], [27]
was also developed to adapt the original neural gas model
[28] to work in an incremental learning scenario. Based on
growing cell structure and competitive Hebbian learning, it
can dynamically add and delete nodes and edges to learn the
topological relations in a given set of input vectors. A neural
network architecture called fuzzy ARTMAP was developed
for incremental supervised learning [29], in which a minimal
number of new recognition categories are learned. Based on
the success of the ARTMAP architecture, various modified
algorithms were created for different situations, such as the
Gaussian ARTMAP for incremental learning of noisy data
[30], the hybrid architecture of fuzzy ARTMAP and prob-
abilistic neural network for on-line learning and probability
estimation [31], the life-long learning cell structures [32],
the ellipsoid ART and ARTMAP for incremental clustering
and classification [33], among others. Other related works
include nearest generalized exemplar [34], generalized fuzzy
min-max neural networks [35], and incremental learning based
on function decomposition [36]. Interested readers can refer
to [37] for further details. Data-driven adaptive learning and
optimization based on adaptive dynamic programming has also
been investigated in [38]-[44], which not only provide critical
fundamental insight about machine intelligence research, but
also provide many useful techniques and solutions for a wide
range of applications domains. Finally, it is important to note
that the imbalanced learning (i.e., learning from imbalanced
data) over data streams has also attracted significant growing
attention in the community [45]-[47]. A comprehensive and

critical review of the foundations and principles of imbalanced
learning, the state-of-the-art research, the current assessment
metrics, as well as the major research opportunities and
challenges can be found in [45].

III. ADAPTIVE INCREMENTAL LEARNING
FROM STREAM DATA

Motivated by the adaptive boosting principle and ensemble
learning methodology [48], [49], we propose an adaptive incre-
mental learning framework to enable knowledge accumulation
and transformation to benefit learning from continuous data
stream. Unlike traditional learning approaches, the objectives
here are two-fold: integration of previously learned knowledge
into currently received data to improve learning from new raw
data, and accumulation of experience over time to support
future decision-making processes.

A. Proposed Adaptive Incremental Learning Framework

Assume a learner is presented with a data flow over time. At
time 7, a new set of training data D; is received. The previous
knowledge in this case includes the hypothesis #;_1, which
was developed at time — 1 from the distribution function P;_
applied to the data set D;_1. Here the distribution function can
be either a sampling probability function or weight distribution
function for different instances in the data. Difficult examples
that are hard to learn will carry higher weights compared
to those examples that are easy to learn [48]. For the first
chunk of the received data, the initial distribution function P
can be set to a uniform distribution because nothing has been
learned yet. In context of this, the system-level framework of
ADAIN is illustrated in Fig. 1. To demonstrate how a particular
data set D, received at ¢ is learned to be integrated into the
final knowledge integration process, ADAIN is algorithmically
described as shown in the next page.

With the continuous stream data, a series of weight distri-
bution functions will be developed to represent the learning
capability of data in each chunk (the P layer in Fig. 1). Based
on such a distribution function P, a hypothesis h; will be
developed, in which the decision boundary is automatically
forced to be more focused on the difficult-to-learn regions.
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Algorithm 1 The ADAIN framework

Previous knowledge at time (r — 1):

— Data set, D;_1, with m instances: {x;, y;}, (i =1,...,m),
where x; is an instance in the n dimensional feature space
X and y; € Y = {1,2,...,c} is the class identity label
associated with x;.

— Distribution function: P;_;.

— A hypothesis, h;_1, developed by the data based on D;_;

with P,_1, where P,y = [w! ™', w7t ... wi1].

Current Input at time :
— A new data set, D;, with m’ instances, where m’ may or
may not be the same size as m, and can be represented as

xj,yih G=1,....,m".

Learning procedure:
(1) Estimate the initial distribution function for D;.

Py =0¢(Di_1,Ds, Pi_y) (1)

where ¢ is a mapping function.
(2) Apply hypothesis h;_1 to Dy, calculate the pseudo-error

of h;_1
2

Jihe—1(x )7y,
(3) Set fr—1 = er—1/(1 — g-1).
(4) Update the distribution function for D; :

S Pi() [t i heea(xg) =y
P(j) = 7, “11 otherwise )

Er—1 =

P 1(j) 2)

a normalization constant so that P; is
a distribution, and P; can be represented as P, =
[w], w), ..., w1

(5) A hypothesis h; is developed by the data example based
on D; with P;.

(6) Repeat the procedure when the next chunk of new data
sets D,y is received.

where Z; is

Output: The final hypothesis:

1
h final (¥) = arg max > log (E) @)

t:hr (x)=y

where T is the set of incrementally developed hypotheses in
the learning life.

After P; and h; have been obtained, the system uses its
knowledge to facilitate learning from the next chunk of raw
data, D;y1. This is achieved by the top-down and horizontal
signal flow, as illustrated in Fig. 1. The objective here is
to inherit the adaptive boosting characteristic to improve
incremental learning.

There are two mechanisms in the proposed ADAIN frame-
work to facilitate adaptive incremental learning. First, a map-
ping function ¢ (1) is used to estimate the initial distribution
function Py;_y for D;. This function could be customized
in accordance with the requirements of specific applications.
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Mapping function based on MLP.

The objective of the ¢ function is to provide a quantitative
estimation of the learning capability of the new chunk of data
based on previously trained classifier. We will discuss this in
detail in Section III-B. Second, the initial estimation P;_q is
applied to the new chunk of data D; to calculate the pseudo-
error (2), which represents the goodness-of-learning when the
previous knowledge h;_1 is applied to the new data. Similar to
AdaBoost [48], [49], f; is calculated as a function of &;. This
in turn is used to refine the distribution function in (3). In this
way, misclassified instances (difficult examples) will receive
higher weights, and the learning algorithm will adaptively
push the decision boundary to focus on those hard-to-learn
instances. Furthermore, since the hypothesis developed at the
previous time step is used to evaluate its performance over
the current data chunk, this framework implicitly takes into
consideration all previous domain data sets for the current
hypothesis for knowledge accumulation and transformation
without requiring access to previous data.

B. Design of the Mapping Function

In the proposed learning framework, the mapping function
¢ (1) provides a connection from past experience to the newly
received data, and adapts such knowledge to data sets received
in future. Therefore, the design of the mapping function ¢ is
of critical importance to this framework. When the classic
boosting idea is applied to traditional static learning problem
[48], [49], the weights can be updated iteratively based on the
static training data in a sequential manner. However, in incre-
mental learning scenario, one cannot directly obtain/update
such weights when a new chunk of the data flow is received.
In this section, we propose to use nonlinear regression models
as the mapping function to achieve the goal.

Let us take the general function approximator of neural
network with multilayer perceptron as an example here (we
abbreviate this as “MLP” in the rest of this paper). Fig. 2
shows a high-level structure on this. Based on the previous
data information, D;_1, and its associated distribution func-
tion, P;_1, one can develop an MLP model to learn the
relationships between the feature space and its corresponding
numerical weight function, P;_;. Then, when the new chunk
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Fig. 3. Implementation details of MLP for distribution function estimation.

of data, Dy is received, one can use the trained MLP to obtain
the initial estimation of the distribution function.

To show this idea clearly, Fig. 3 illustrates a detailed design
structure with MLP. Here {x; 4}, (i =1,...,m;qg=1,...,n)
represents the n-dimensional feature space of an instance x; in
data chunk D;_;. J;_ is the currently estimated distribution
function output. W) represent the connection weights of
input to hidden layer neurons, and W® represent the con-
nection weights from hidden layer neurons to output neuron.
Backpropagation [50], [51] is the key to tune the parameters
of W) and W to learn the relationship between the inputs
and the distribution function. To do so, the error function can
be defined as

1
e(k) = Jy—1y(k—1) = Py_p(k—1);  E(k) = Eez(m )

where k represents the backpropagation training epoch,
Ji—1(k — 1) and P,_j(k — 1) represent the estimated value
and target value of the distribution function for data D;_1,
respectively. For clear presentation, in the following discussion
we drop the subscript (r — 1) to derive the update rule of YW
and W®,

To calculate backpropagation, one can define the neural

network output as (see Fig. 3)
| —em0®

1 +e0®
Np

k) = > wP g, k) ™)
f=1
1—e

1 e hr®’
n
hetk)y = > ') @xig),  f=1,...

g=1

J(k) = (6)

grk) = f=1...,Ny (8)

N 9)

where h s is the fth hidden node input of the neural network
and g is the corresponding output of the hidden node, v is
the input to the output node of the network before the sigmoid
function, N}, is the number of hidden neurons of the network,
and n is the total number of inputs to the network.

Therefore, one can apply backpropagation to update the
weights of the neural network to learn the relationship between
the feature space and corresponding distribution function. We
detail this procedure in the following paragraph.
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Weight adjustment for the hidden to the output layer Aw?

@ _ OE (k)
Aw’ = a(k) [_7aw;2)(k):| , (10)
OE(K) _ 0E(K) aJ(k) ov(k)
ow? (k) 0 (k) 00 50 P (k)
1
=) (1= ®)) -gr®). (1)

Weight adjustments for the input to the hidden layer Aw(!)

A = ak __9EK) , 12
0E(k)  0E(Kk)aJ(k) ov(k) agr(k) ohy(k)
owD ()~ 04 k) (k) o5, k) oh &) 00D (k)
1
= e(k) - 5 (1= (JH0)) - w (k)
1
5 (= 8700) - xig () (13)

where a(k) is a learning rate. Once the neural network is
trained, it can be used to predict the estimated initial distribu-
tion function ﬁ, for D;. This will only require the feedforward
propagation in the MLP based on the received new data feature
space in D;.

We would like to note that alternative strategies might
be adopted in the P layer as well. For instance, technically
speaking, other types of the regression models, such as
support vector regression (SVR) [52] and classification and
regression tree (CART) [53], can also be integrated into the
proposed learning framework for the P layer design. This will
provide the flexibility of using the proposed approach as a
general learning framework according to different application
requirements. Let us take SVR as an example here. Suppose
y = f(x) is the estimated initial weight for instance x € R"

fx)={(s,x)+b (14)

where s and b are the slope and intercept of linear estimation
function f(x), and (-, -) denotes the dot product in R”, e.g.,
Is||> = (s, s). To obtain an accurate estimation f(x), (14)
can be transformed into a convex optimization problem

argmin% lIs]1?
N
s.t.]ly — (s, x) —b| <e.

This assumes that such a f(x) actually exists that can
approximate (y,x) with & precision, which in other words
makes the convex optimization feasible. Using the final distri-
bution function in current data chunk as the target value y for
the estimation of SVR, we can solve the convex optimization
problem and obtain s and b, which can be kept in memory
until the arrival of the next data chunk for estimating its initial
distribution function using (14). Interested readers can refer to
[54] for details on SVR.

Also, in our previous work in [13], a Euclidean distance
function was used to estimate the distance between different
data sets to facilitate weight updates, and we will compare
the performance of the proposed strategy in this paper with
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that approach as well. Indeed, Euclidean distance is a straight-
forward implementation of the proposed incremental learning
framework. The rationality behind this idea is that the similar-
ity between data residing in consecutive data chunks could be
quantized by their Euclidean distance in feature space. While
it is not as competitive as nonlinear mapping function such as
neural network, it has the advantage of processing/learning
the data in a significantly faster fashion. We will further
discuss and analyze this in the simulation section of this
paper.

We would also like to note that different mapping function
designs will have different levels of data accessibility require-
ment. For instance, in the aforementioned neural network-
based mapping function design, the proposed approach does
not require access to any previously received data, which fits
naturally into the incremental learning scenario as discussed
in many current work [14]. On the other hand, if Euclidean
distance function is adopted for the mapping function design,
one will need to access limited amount of previous data to
build the quantitative relationship between two consecutive
data chunks. Even under such a situation, we consider this
assumption is still valid and in fact has also been adopted in
the community. For instance, in [55], a small portion of data
in the previous data chunk is preserved over time to facilitate
the incremental learning process. In such situations, since only
a small part of previous data chunk need to be accessed at
any given time during the incremental learning period, the so-
called “capacity-overflow” issue does not exist.

IV. THEORETICAL ANALYSIS OF ADAIN

Inspired by the decision theoretic generalization analysis
of the AdaBoost algorithm [49], we present a theoretical
convergence analysis of the ADAIN framework in this section.
Here we consider a two-class classification problem with
stream data, in which the class label can be represented as
either O or 1 [48], [49]. We assume that the data chunks
presented to the learning system are all of the same size m.
We would like to note that this assumption is mainly for clear
presentation purpose rather than a limitation of the theoretical
analysis in this section. Furthermore, for clear presentation,
we assume the output of the mapping function of (1) can be
represented in the following way:

ﬁtfl =¢([Di-1,Dy, P—1) = wtjil 'Oltjil~ (15)

In this way, we can consider any element of a =
[ai_l,aé_l,--- ,aﬁn_l] as a real number in the range of
(0, 1]. This can be understood in an intuitive way: when
two examples in two consecutive data chunks are significantly
far away from each other in feature space, then the value
of mapping coefficient a should be very close to 0. On the
other hand, when these two examples are exactly matched
with each other, then the a should be equal to 1. We would
also like to point out that (15) in fact reflects a quantitative
expression as presented by the mapping function design in
(1). Conceptually speaking, any mapping function design as
discussed in Section III will be able to be represented in this
way. For instance, when Euclidean distance function is used
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as the mapping function design, (15) can be easily justified
since the Euclidean distance function can directly estimate the
distances between different data sets, which can be used to
modify the previous weights to obtain the initial estimation
of the new weights for the new data set. When regression
models such as neural network MLP is used as the mapping
function design, (15) is still effective because the neural
network basically is used to find the mapping from the new
data set feature space to the weight space by properly tuning
the neural network weights through backpropagation training
rule. In this case, one can consider the « to be represented
by the neural network weights (i.e., a nonlinear function
approximator).

For two-class problems, we can rewrite the mathematical
representation of several equations in ADAIN framework for
our analysis convenience as follows. Note that the modi-
fied equations are in essence the same with the original
ones.

The error calculation as defined in (2) can be rewritten
as

m
g1 =y wilal () =yl (16)
j=1
The weight update (3) can be rewritten as
wh = w1 gt (17)
Based on (17), we can get
m m 1 ‘h ( ) ‘
_ —lh—1(x)—yil ¢—
S0 = S W
j=1

j=1

And finally, the % f;nq defined in (4) can be rewritten as

a 1 . 1
) = | 112 (e (7)) = 5 2. 1oe (%)

0 otherwise.
(19)
Given the inequation 87 < 1 — (1 — @)y for 6 € [0, 1],
y € [0, 1] [49], we have

m

>wh < > w1 = (= B (1 = i () — )
j=1

~
I
_

w o B+ e (x) = viD)

|

~
I
_

m
-1 _t—1
—Br1 D wi e i (x ) —
j=1

m m
-1 _t—1 —1
= § w; 0‘; Br—1— E w; (Br—1 — Der—y
=1 j=1

IA

m m

t—1 _t—1 t—1 _t—1
§ w; a; 2Bi—1 — E w; a; (Br—1 — Der—1
=1 j=1

=2 wi T A== —e). Q0
j=1
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Since a € (0, 1], from (20) one can get

Dok <D A= - —A-)). 2D
j=1 j=1
In this way, one can write (21) recursively
Swh< [ Dw ) a - - - g
j=1 j=1
= (22w ) A=A =a-nU =)
(1-0—-&-2)01- Bi—2))
<...
t—1
< [Ja—a—ena—p). (22)
i=1
This means
m T
Dot <TI0 —a—en = 4. (23)
j=1 =

Similar to the AdaBoost analysis, the final hypothesis makes
a mistake on instance x; only if the following condition is
satisfied [49]

1

T T p
—lh: (xi)—yi
T 47 “z(Hﬂz) .
=1 =1

To further understand this, we discuss two situations when
the final hypothesis makes a mistake. First, suppose the true
class label for instance x; is y; = 0. Then based on (24), one
can get

T=1 T
Hﬂ;ht(xi) > (Hﬁf)
t=1

= Z(log )h (x;) > 2210gﬁ

= hfmal(xl) =1

(24)

1

2

(25)

This is consistent with the conjecture made by (24) that
h finai here makes a mistake on predicting the class label of
Xi.

On the other hand, if the true class label for instance x; is
yi = 1. Based on (24), it can be inferred that

T
H’B (yi—h (x; )) (H ﬁt)
t=1
1 1< 1
Z (log E)h;(xo > t:zllogﬁf

1

= Zlog

2
=1
1 7 T
=>EZI Z(log )h(x)
=1 'B =1
hfinal(xl) =0. (26)

1907

TABLE 1
INFORMATION REGARDING THE SIMULATION DATA SETS

name # feature  # example  # class
Spambase 57 4601 2
Magic 10 19020 2
Waveform 40 5000 3
Sat 36 6435 6

This is also consistent with the conjecture made by (24) that
h finai has made a mistake on predicting the class label of x;.

According to (17), at any given time during the incremental
learning period, the present weight can be represented by
applying (17) recursively

T
. || L—|he (x;)—yi
lzd(l)‘ al{ﬁt | (x)}l
t=1

T T
. 1—|h i)—Yi
=d@)-[Jal -] "0 27)
t=1 t=1
Based on (24), one can get
1
T T 2
1—]hs (xi)—yi
[T 7" ”z(}‘[ﬁ,) (28)
=1 =1
It is also straightforward to have
m
T+1 T+1
Sultz Y Wt
j=1

Jt B final (xj)#Y;
Therefore, from (27)-(29), one can get

m T
2wtz 2 4[4

j=1 Jt hfina(xj)#y; 1=l

T
'(H /z). (30)
t=1

Let us define k = 1/(]_[,T:1(min,- al)), based on (30), we

have 1
m 1 T 2
Dwitt=o (Hﬂ,) 31)
j=1 t=1

where 0 = Z/ h final (%) 25 d(j) is the training error of the

final hypothesis # fijar.
By combining together (23) and (31), one can get

L 1= —en(1—B)
[1 7

Similar in AdaBoost method, if we assume the base clas-
sifier can do better than random guess, we can define & =
(1/2) — y;, where y; € (0, (1/2)), then

” ﬁ \/1_4%

1 H, 1(mmoc )

(32)

(33)

Equation (33) provides an upper bound for the training error
of the final hypothesis % finar.
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TABLE 1T
AVERAGED PREDICTION ACCURACY

Data sets

Methods

Prediction accuracy

class 1 class 2 class 3 class 4 class 5 class 6 Overall
ADAIN.MLP  0.8820  0.9352 — — — — 0.9142
ADAIN.SVR  0.8990  0.9205 — — — — 0.9120
Spambase IMORL 0.9106 0.8929 — - - - 0.9000
Accumulation  0.8803  0.9190 — - - - 0.9038
Learn™™" 0.8532  0.9561 - - - - 0.9143
ADAIN.MLP 09315 0.7137 — — — — 0.8549
ADAIN.SVR  0.9319  0.7395 - - - - 0.8644
Magic IMORL 0.8404  0.7836 — - - - 0.8205
Accumulation  0.8670  0.7410 — — — - 0.8268
Learn™™* 0.9523  0.6786 - - - - 0.8547
ADAIN.MLP  0.7843  0.8230  0.8193 - - - 0.8132
ADAIN.SVR  0.7576  0.8198  0.8474 - - - 0.8077
Waveform IMORL 0.7575  0.8000  0.8009 - - - 0.7814
Accumulation  0.7070  0.7558  0.7534 — — — 0.7384
Learn™™* 0.7870  0.8360  0.9072 - - - 0.8428
ADAIN.MLP 09602 0.9131 009169 0.4837 0.6417 0.8494  0.8387
ADAIN.SVR  0.9584 0.8889 0.9305 0.5180 0.7235 0.8345 0.8471
Sat IMORL 0.9000 0.8918 0.8566 0.5653 0.6841 0.7897  0.8079
Accumulation  0.9452  0.9473  0.8697 0.5316 0.7971 0.8499  0.8454
Learn™™ 0.9696 0.8860 0.9327 0.5651 0.6958 0.8545  0.8558

TABLE III

RUNNING TIME FOR ADAIN.SVR AND LEARNTT (in seconds)

ADAIN.SVR Learnt™
Data set — - — -
training testing training testing
Spambase  128.42 2.19 600.26 246.62
Magic 7256.18 1436 10725633  1623.74
Waveform  163.51 3.39 548.84 238.1016
Sat 352.31 4.95 1246.62 346.53

V. SIMULATION ANALYSIS

In order to validate the performance of the proposed frame-
work, four real-world data sets with varied size and number
of classes from UCI machine learning repository [56] are
employed for empirical study in this research. The detailed
information of these data sets can be found in Table I.

In this simulation, each data set is initially randomly sliced
into 20 chunks with identical size. At each run, one chunk is
randomly selected to be the testing data, and the remaining
19 chunks are sequentially fed to the proposed framework.
Simulation results for each data sets are averaged across
20 runs. CART is employed as the base learner in our current
study. For the nonlinear mapping function design, we adopted
the MLP structure with ten hidden layer neurons and one
output neuron. The number of input neurons is set to be equal
to the number of features for each data set. The training epochs
of the MLP is set to be 1000. As we mentioned at the end of
Section III-B, other regression models can also be integrated
into the proposed framework. To that end, we also employ
the polynomial SVR model as the mapping function for the
proposed framework. For clear presentation, we use ADAIN to
abbreviate the proposed adaptive incremental learning frame-
work. Therefore, these two design strategies are represented as

“ADAIN.MLP” and “ADAIN.SVR” in the remaining of this
paper.

In our experiment, we have included Learn™™ [57], IMORL
[13], and the data accumulation strategy as discussed in
Section II (abbreviated as “Accumulation” in the rest of this
paper). Our major focus here is to demonstrate that the
proposed framework can automatically accumulate experience
over time, and use such knowledge to benefit future learning
and prediction process to achieve competitive results.

Table II shows the numerical accuracy for these data sets,
including both the overall classification performance as well as
the prediction accuracy for each individual class for each data
set. It can be intuitively observed that the proposed approach
can remarkably improve the learning performance compared
to the method in [13] and data accumulation learning strategy.
As expected, Learn™™ seems to be able to provide most of
the competitive results across these data sets. This is mainly
because Learn™ is built on the “Ensemble-of-Ensemble”
strategy. However, this “Ensemble-of-Ensemble” strategy also
means Learn™™ requires much more computational resources.
Table IIT shows the one round running time of ADAIN.SVR
and Learn™™ for all data sets. Obviously, Learn™ spends
much more time than ADAIN.SVR in learning from streamed
data chunks. Particularly, when the size of the data set is
large, e.g., magic data set, the time consumption of Learn™™
grows exponentially, which limits its scalability to handle
large-scale stream data. Fig. 4 visualizes the overall prediction
accuracy tendency over time for algorithms under comparison,
where Fig. 4(a)-(d) represents the data sets ‘“‘spambase,’
“magic,” “waveform,” and “sat,” respectively. Learn™ has
been excluded from these figures, since it creates multiple
hypotheses for each data chunk. From these figures, one
can clearly see that the ADAIN can improve its learning
performance over time, which means the system can adap-

’
s
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Fig. 4. Prediction overall accuracy. (a) Spambase. (b) Magic. (c) Waveform.
(d) Sat.

tively learn from stream data, and accumulate knowledge to
facilitate the future learning and decision-making processes.
The reason why ADAIN provides a much better prediction
results than IMORL is that by employing a strong function
approximator other than Euclidean distance-based approach as
in IMORL, ADAIN can more accurately estimate the initial
data distribution for each data chunk based on the knowledge
obtained from the previous one.

We now conduct the significance tests to have an in-depth
understanding of the performance across all the methods.
The signed test [S8] calculates the significance between two
algorithms by counting the wins, losses, and ties of all the runs.
For 20 random runs, one algorithm should win at least 15 times
under a confidence level of 0.05 to reject a null hypothesis,
i.e., statistically outperforming the other one [58]. Our test
results show that neither ADAIN.MLP nor ADAIN.SVR can
win over one another through the signed test. We also use the
Hotelling’s T-square statistic test, abbreviated as “t-test,” to
measure the statistical significance of the prediction accuracy
between ADAIN.MLP and other approaches. Table IV shows
the z-test result with confidence level of 0.05 (i.e., |Z| should
be larger than or equal to 1.96 to reject the null hypothesis).
From Table IV, one can find that ADAIN.MLP can statistically
outperform IMORL and the data accumulation strategy for
most of the data sets. On the other hand, Learn™™ is statisti-
cally the same with ADAIN.MLP in terms of the prediction
accuracy for three out of the four data sets.

To have a more comprehensive analysis of the performance,
we also employ receiver operating characteristics (ROC) curve
[59] to demonstrate the effectiveness of the proposed ADAIN
framework. The data accumulation strategy is excluded in this
case, since a single CART classifier only outputs hard predic-
tion results, i.e., corresponding to just one point in ROC space.
The area under ROC curve (AUC) assessments are shown
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Fig. 5. Vertical averaging approach of ROC curves.
TABLE IV
t-TEST FOR PREDICTION ACCURACY
Data set ADAIN.MLP IMORL \Z| Ac-cept or
u o y 4 reject Hy
Spambase 0.9142  0.0230 0.8999  0.0215  2.0312 Reject
Magic 0.8549  0.0091 0.8205 0.0168 8.0576 Reject
Waveform 0.8132  0.0102  0.7814  0.0117  9.1696 Reject
Sat 0.8387  0.0493  0.8079 0.0351  2.2736 Reject
Data st ADAIN.MLP Accumulation \Zl Ac?cept or
u o u o reject Hy
Spambase 0.9142  0.0230 0.9038  0.0057  1.9628 Reject
Magic 0.8549  0.0091 0.8227 0.0131 9.0142 Reject
Waveform 0.8132  0.0102  0.7384  0.0073  26.6892 Reject
Sat 0.8387  0.0493  0.8454 0.0593  0.3885 Accept
FF
Data set ADAIN.MLP Learn \zl Ac?cept or
u o u o reject Hy
Spambase 0.9142  0.0230 0.9143  0.0195 0.0148  Accept
Magic 0.8549  0.0091  0.8547 0.0071  0.0775 Accept
Waveform 0.8132  0.0102  0.8428  0.0091  9.6841 Reject
Sat 0.8387  0.0493  0.8558 0.0221  1.4155 Accept

in Table V to quantify the comparison among ADAIN.MLP,
ADAIN.SVR, IMORL, and Learn™ in experiment. Note here
in lieu of simply averaging the AUCs across the 20 runs, the
averaged AUCs are derived based on the vertical averaging
technique as suggested in [59]. For data sets with more than
two classes, their averaged AUCs are calculated by summing
the averaged AUC of the reference ROC curves weighted by
the class ratio [60]. Specifically, our implementation of the
vertical averaging method is illustrated in Fig. 5. Assume one
would like to average two ROC curves: /1 and [, each of
which is formed by a series of points in the ROC space. The
first step is to evenly divide the range of fp_rate into a set of
intervals. Then at each interval, find the corresponding p_rate
values of each ROC curve and average them. In Fig. 5, X
and Y7 are the points from /1 and /> corresponding to the
interval fp_ratel. By averaging their tp_rate values, the
corresponding ROC point Z; on the averaged ROC curve is
obtained. However, there exist some ROC curves which do not
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TABLE V TABLE VI
AVERAGED AUC OVERALL PREDICTION ACCURACY AND AUC FOR ADAIN.MLP
Data set Area Under ROC Curve AND BOOSTONLINE
ADAINNMLP  ADAIN.SVR IMORL  Learn™™ ADAIN.MLP BoostOnline VW
Spambase 0.9566 0.9576 09511 0.9592 Data set 0A AUC OA  AUC __ OA AUC
Magic 0.9090 0.9198 0.8896 0.9101 Spambase  0.9302  0.8777 0.9003 0.8709 09212  0.9736
Waveform 0.9456 0.942 0.9262 0.961 Magic 0.8553 0.9100 0.7448 0.8056 0.8223  0.8649
Sat 0.9716 0.9734 0.9665 0.9761 Waveform  0.8530 0.9649 0.7393  0.8949 - -
Sat 0.8484 0.9781 0.7211  0.9393 - -
0.925 0.965
have corresponding points on certain intervals. In this case, one g . o
can use the linear interpolation method to obtain the averaged g 5 .
ROC points. For instance, in Fig. 5, the point X (corresponding g 0915 ‘ S 096 XY
to fp_rate2) is calculated based on the linear interpolation of ~ 3 09! P :
the two neighboring points X> and X3. Once X is obtained, %0.905 £0.955
it can be averaged with Y, to get the corresponding Z; point £ g9 g %
on the averaged ROC curve. S )

The online version boosting algorithm [15] (abbreviated as
“BoostOnline” in the rest of this paper) is an important tech-
nique to address incremental learning problems using the idea
of AdaBoost. However, the difference between BoostOnline
and ADAIN is two-fold. First, BoostOnline maintains a fixed
number of classifiers throughout its learning life. Whenever
there is a single training data point available, all classifiers
would be applied to learn from it. On the other hand, a new
classifier would be created for ADAIN so long as there is
a chunk of new training data received. Second, BoostOnline
requires the base learning algorithm itself to be able to learn
incrementally, while ADAIN does not place such restriction
on base learning algorithms. This provides the flexibility of
adopting many of the standard off-the-shelf base learning
algorithms into the ADAIN framework.

Here we adopt neural network MLP with 100 training
epochs as the base classifier for both BoostOnline and
ADAIN.MLP to facilitate the direct comparison between them.
The number of classifiers for BoostOnline is set to be 20,
which is consistent with the number of created classifiers after
the training stage for ADAIN. We also apply the nonlinear
normalization method [61], [62] to normalize the original
feature set of all data sets to facilitate training MLP classifier.
In order to compare the proposed ADAIN framework with the
off-the-shelf implementation of online learning methods, we
also apply Vowpal Wabbit (VW) platform [21] to learn from
the data sets.

Table VI shows the average overall prediction accuracy and
AUC of ADAIN.MLP and BoostOnline on all data sets for
simulation across 20 random runs. Since it requires some
tweaks on class label to facilitate multiclass classification on
VW, in this paper we only present the results of “spambase”
and “magic” data sets for VW. One can see that ADAIN.MLP
outperforms BoostOnline for all data sets. Regarding com-
parison with VW, ADAIN.MLP performs generally worse
than VW on learning from spambase data set [although
ADAIN.MLP achieves higher OA than VW (0.9302 versus
0.9212), its AUC is worse than VW (0.8777 versus 0.9736)].
However, it outperforms VW on learning from magic data set
in terms of both OA and AUC. Since magic data set has the
largest size across all data sets for simulation, we consider

895 0.95
10 15 20 25 30 35 40 45 50 10 15 20 25 30 35 40 45 50
Number of total data chunks Number of total data chunks

(@) (b)

Fig. 6.  Simulation results for different number of fotal data chunks for
training. (a) Overall prediction accuracy. (b) Area under ROC curve.

ADAIN.MLP still remains competitive against VW in this
case.

In order to study the effect of different chunk sizes, here
we divide the “spamabase” data set into 10, 20, 30, 40, and
50 chunks, and then apply ADAIN.MLP to learn from these
different scenarios. The corresponding prediction accuracy
and AUC averaged across 20 random runs are plotted in
Fig. 6(a) and (b), respectively. From these results one can
see, initially ADAIN’s performance is getting worse with the
increase of the number of chunks. This could be loosely
based on the fact that with the increase of number of chunks,
the available data instances in each chunk will be reduced,
therefore degrading the classifier’s learning and generalization
performance. However, when the total number of chunks is set
to 50, we notice that the ADAIN can improve its performance
in this case. We consider this is probably related to the fact
that although the number of data instances in each chunk is
reduced, the number of chunks is increased therefore providing
a strong opportunity for the proposed approach to catch up and
learn from such a relatively large number of chunks. These
results suggest there might be a balancing-point with respect
to the number of chunks and number of data instances in each
chunk to achieve the optimal learning performance.

VI. NEwW CONCEPT LEARNING FOR ADAIN

As we have discussed in Section I, incremental learning
should be adapted to new concepts, which may be presented
in the middle of the learning period. In this section, we would
like to focus on demonstrating our proposed framework’s
capability to handle new concepts. To this end, we dedicate
the “waveform” data set to incremental learning with new
concepts. To do this, all examples in “waveform” data set
are randomly and evenly divided into 40 data chunks, except
those belonging to class 3, which are not included into the
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Fig. 7. New concept learning for “waveform” data set.

incremental learning until the 21% data chunk. The base learner
and the mapping function are CART and MLP with the same
configuration described in Section V.

Fig. 7 shows the overall accuracy tendency of ADAIN for
the described learning scenario. The dashed line is for ADAIN
sticking to the old concepts during the learning life. We name
it “ADAIN.Senior” since this kind of learning is obsessive to
the obsolete concepts and the past experience. Its prediction
accuracy is understandably poor since its classification on all
testing data of class 3 would be wrong. The solid line rep-
resents the performance of ADAIN for new concept learning,
from which one can see ADAIN quickly makes a difference
when the new concept is introduced and shows a significantly
improved learning ability till the end of the learning process.
This kind of learning can quickly keep updated to the latest
emerging new concepts, thus we call it “ADAIN.Junior.”

We also would like to explore the new concept learning
ability of ADAIN on multiple new concepts. We select the
“sat” data set with six classes as an example here. We evenly
spread the data of class 1 and class 2 into 60 data chunks.
Data belonging to class 3 and class 4 will be introduced
since the 11" data chunk, and data from class 5 and class
6 will be introduced since the 31%' data chunk. In this case,
there are three kinds of ADAIN carried out. The first one,
named “ADAIN.Senior,” will only learn class 1 and class 2
throughout the entire learning life. The second one, named
“ADAIN.Juniorl,” will face the new concepts of class 3 and
class 4 from the 11! data chunk. Finally, the last one, named
“ADAIN.Junior2,” will face the new concepts of class 3 and
class 4 from the 11" data chunk as well as the new concepts
of class 5 and class 6 from the 31% data chunk. The learning
results are illustrated in Fig. 8. It is apparently astonishing to
find out that although ADAIN.Junior2 can still significantly
outperform ADAIN.Senior, its performance is worse than
ADAIN.Juniorl.

This is an interesting observation and we consider the reason
might be related to the “aging” mechanism during the long
term incremental learning. When a long sequence of data
chunks are presented over time, the learning system may need
to prune the obsolete hypothesis to better keep tuned on the
evolving data stream. Retaining all hypotheses in such scenario
not only means excessively occupied memory space but also
being over obsessive to the obsolete concepts. By follow-
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Fig. 9. Pruning hypotheses before the 1% introduction of new concepts.

ing this philosophy, for ADAIN.Juniorl and ADAIN.Junior2,
we abandon the hypothesis created before the class 3 and
class 4 are introduced (before the 11'* data chunk), and
re-test the over-all prediction accuracy tendency in Fig. 9.
One can clearly see that ADAIN.Junior2 now can outperform
ADAIN.Juniorl. From this discussion, we may conclude that
by appropriate pruning obsolete hypotheses, ADAIN can sig-
nificantly be improved for prediction performance particularly
for evolving data stream.

The other benefit of pruning obsolete hypotheses is the
ecominization of memory space to store hypotheses and the
reduction of time for classifying query instances. This is
especially important when the proposed ADAIN has to be
scaled up to process data stream with large number of data
chunks. One cannot keep all hypotheses in this case, and a
decision must be made in terms of what is most useful. The
Forgetron learning algorithm proposed in [63] is an important
effort to explore using fixed budget of memory for online
learning from data stream, which is achieved by gradually
forgetting active examples. When there is no new class concept
presented in the middle of data stream, another method of
pruning hypotheses is to maintain a priority queue Q of a fixed
capacity H, and follow the procedure specified by Algorithm 2
when a new hypothesis 4, is created.

Fig. 10 illustrates the results of learning from “magic” data
set divided into 500 data chunks after applying this pruning
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Algorithm 2 Procedure of pruning hypothesis
Require:
priority queue Q of capacity H
a new hypothesis s, with weight log ﬁ_ln
Ensure:
if (|Q| < H) then
Q.insert_with_prioity(hy, log ﬁ)
else
(hi, wy) = Q.pull_lowest_priority_element()
{wy is the associated priority/weight with hypothesis Ay }
if log ﬁln > wy then

Q.insert_with_prioity(h,, log ﬁ)
else
Q.insert_with_prioity(hy, wg)
end if
end if
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g. 10. Performance of ADAIN on “magic” data set using Q of different H.

method when H is set to be 50, 100, 250, and oo, respec-
tively. Note H = oo means keeping all hypotheses across
the learning life. It can be concluded that using a priority
queue Q of small capacity (H = 50 and H = 100) would
result in significantly deteriorated performance. However when
capacity of Q is set to be large enough (H = 250), the
performance of ADAIN can approximate that of retaining all
hypotheses in learning life. One might need to investigate to
find such a threshold to achieve best speed-performance trade-
off.

VII. CONCLUSION

In this paper, we proposed an adaptive incremental learning
framework for stream data. Based on the adaptive learning and
ensemble learning methodology, the proposed ADAIN frame-
work can automatically learn from data stream, accumulating
experience over time, and use such knowledge to facilitate
future learning and decision-making processes. Simulation
results on various data sets and their corresponding statistical
tests show the effectiveness of the proposed framework. We
would like to note that it is not our intention to compete
for the best classification accuracy across all the data sets
of the proposed approach with those of existing methods.
Instead, our focus in this paper is to investigate the important
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underlying question of incremental learning for stream data.
How to effective integrate previously learned knowledge into
currently received data to improve learning from new raw
data, and meanwhile accumulate such experience over time to
support future decision-making processes. Motivated by the
results presented in this paper, we believe that the proposed
ADAIN framework can achieve this goal.

As a new learning framework, there are a number of
interesting topics along this direction for future research. For
instance, it is widely recognized that concept drifting/shifting
is a critical issue for incremental learning with stream data.
While in our current paper we have had a light touch on this
problem, a more in-depth study of this issue from both analyt-
ical and empirical analysis point of view will be important to
fully understand the behavior of the proposed approach when
facing such challenges. For instance, how does the proposed
approach handle the trade-off between the outdated experience
and new knowledge for extremely long-sequence stream data?
How fast can this approach adjust its decision boundary to
the new concepts? One possible way to deal with this is to
introduce a mechanism with more complicated decay factor
and/or momentum term on this. In our current paper, we
briefly touched this issue in Section VI and will continue to
investigate this problem in a more systematic and principled
way. Furthermore, in this paper, we only consider classification
problems. It would be interesting to extend this framework
to regression learning problems for different real applica-
tions. Finally, large-scale empirical study of this approach on
different real-world data sets under different configurations
is necessary to fully demonstrate the effectiveness of this
approach across different application domains. For instance,
as we discussed in Section V, the chunk size will have
an important impact on the final learning performance. This
presents useful considerations in practical applications such
as data acquisition, data buffer size, and sampling frequency
to achieve the desired learning performance under different
resource limitations. Also, as we pointed out in Section II, how
to handle the data streams with imbalanced class distributions,
a common phenomenon in many data-intensive applications,
has been a critical challenge in the community (see the survey
paper of [45] for details). It will be important to analyze
the performance and potential improvements for the proposed
approach to handle such a challenging issue to address real-
world needs. We are currently investigating all these issues
and their results will be reported in future research. Motivated
by our results in this paper, we believe the proposed approach
will not only provide important insight into the fundamental
problem of incremental learning with stream data, but it can
also provide useful techniques and solutions for different real-
world stream data analysis applications.
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